Model Ensembling for Predicting Neurological Recovery after Cardiac Arrest:
Top-down or Bottom-up?

Hongliu Yang!, Ronald Tetzlaff!

"Technische Universitit Dresden, Dresden, Germany

Abstract

Early electroencephalography (EEG) contains valuable
information for predicting neurological recovery in co-
matose patients after cardiac arrest. As part of the
George B. Moody PhysioNet Challenge 2023, our team,
TUD_EEG, developed a novel ensembling approach that
combines two pipelines with different directions of infor-
mation transfer between patient-level and segment-level
descriptions. Using both EEG and patient clinical infor-
mation, our model achieved a Challenge score of 0.72 (3rd
place out of 34 eligible teams) on the hidden test set.

1. Introduction

The 2023 George B. Moody PhysioNet Challenge [1}2]
invited teams to develop machine learning algorithms for
predicting patient outcome after cardiac arrest using lon-
gitudinal electroencephalogram (EEG) and other record-
ings. The algorithm development was based on the ICARE
database [3].

EEG recordings monitor electrical activity in the brain,
and are commonly used to analyze neurological diseases.
In studies to predict the neurological outcome of comatose
patients after cardiac arrest, characteristic patterns of EEG
have been observed in relation to specific levels of recov-
ery, e.g. suppressed background and burst suppression are
highly malignant patterns indicating poor outcome [4}5]].
Note that the differentiation of EEG patterns was done lo-
cally at the level of EEG segments. However, the ultimate
goal is to predict recovery outcome at the patient level.
From a machine learning point of view, the classification
task is for weakly labelled data. So far, there has been no
careful study of how to optimize the information transfer
between the two levels of description in order to obtain ac-
curate and robust prediction results. This is the main issue
to be addressed in our model.

Moreover, the longitudinal time evolution of EEG pat-
terns has been found to be important for the post-arrest
neurological prognosis [[6]. The full potential remains to
be explored.
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2. Methods

2.1. Dataset

The ICARE database [3]] contains 32,712 hours of con-
tinuous recordings for 1020 patients from seven hospitals,
divided into training, valid and test sets of 607, 107 and
306 patients, respectively. We used only the EEG record-
ings to predict patient recovery, discarding the electrocar-
diogram (ECG) and other recordings.

2.2.  Preprocessing

The provided EEG recordings with a monopolar mon-
tage were first mapped to the “double banana” bipolar
montage. The recordings were then processed with a notch
filter to remove power line noise, refined with a bandpass
filter with cutoff frequencies [0.1, 30] Hz to obtain the rel-
evant information, resampled to 100 Hz for ease of pro-
cessing in the following steps, and finally divided into seg-
ments of 5 minutes length.

2.3. Feature extraction

The features considered in this study can be roughly di-
vided into four groups.

P features: For each EEG segment, mean power was
calculated for 5 frequency bands, [1 — 4Hz], [4 — 8Hz],
[8 —12Hz], [12 — 30H 2], [30 — 100H z], to monitor the
change in the frequency domain.

S features: Signal statistics, including mean, standard
deviation, skewness and kurtosis, were used to characterize
the change in the time domain.

E features: To describe the profile change due to
epileptic-form events, e.g. spikes, signal entropy and par-
ticipation ratio [[7]] were calculated.

C features: Besides these features characterizing the
properties of individual channels, Pearson correlation co-
efficients and mean phase coherence [7] were used to de-
scribe the linear and nonlinear correlation between chan-
nels.
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Figure 1. Overview of the model proposed in this study.
Three pipelines, separated by thick dashed lines, are the
top-down, bottom-up and clinical approaches (from top to
bottom).
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24. Models

Our model consists of three pipelines, which are de-
scribed in detail below. An overview is given in Figure

[
2.4.1. Top-down approach

As discussed, the recordings are only labelled at the
patient level. Therefore, it is natural to first construct a
patient-level global feature set by gathering local features
of all segments belonging to each individual patient. The
standard classifier can then be used to predict the recov-
ery outcome by binary classification of the patient-level
global features. The proposal is in the realm of multiple
instance learning [8|], and the gathering method is essen-
tial to its success. There are many options for the MIL
gathering, e.g. extracting the mean, standard deviation, or
maximum of instances in a bag. We adopted the so-called
earth-mover’s-distance (EMD) [9] to measure the differ-
ence between bags of segment-level features of a pair of
patients. Here, each bag of feature instances is viewed as a
distribution, and the EMD metric quantifies the minimum
cost of transforming one distribution into the other. The
use of the EMD metric has been shown to achieve leading
performance on common MIL tasks (see Figure 15 in [8])).
As noted, patients in the ICARE database have recordings
of varying lengths. The metric can handle such inhomoge-
neous bags without data imputation, which can introduce
artifacts.

For patient-level classification, we used a support vector
machine (SVM). A Gaussian kernel was applied to convert
the EMD distance into a similarity measure:

S =exp(—yEMD,). D

where the parameter <y is to be estimated via cross-
validation.

To account for the temporal evolution of EEG patterns
[6], we applied the trained patient-level classifier to fea-
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Figure 2. Temporal evolution of segment-level prediction
outcomes of the top-down approach. Means for two groups
of patients with poor and good outcomes are also shown.
Note that, even at the segment level, the predicted proba-
bility of a poor outcome is (mostly) higher for patients with
a poor outcome than for patients with a good outcome.

tures of individual segments to obtain local predictions at
the time of each EEG segment. Using these segment-level
predictions as input features, a temporal classifier, e.g. lo-
gistic regression, was trained to provide a further patient-
level prediction of recovery outcome.

In this top-down approach, the basic classification is at
the patient level, and all subsequent operations are based
on it.

2.4.2. Bottom-up approach

The bottom-up approach is motivated by an observation
on the temporal evolution of the segment-level predictions
of the top-down approach, see Figure Note that the
segment-level predictions are mostly consistent with the
patient-level labels, i.e. the predicted probability of a poor
outcome is higher for patients with a poor outcome than
for patients with a good outcome. This is also supported
by the mean predictions for the two groups. It is therefore
plausible to start directly from the segment-level classifi-
cation.

Given the large number of samples, we used the
light gradient boosting machine (LightGBM) [10] as our
segment-level classifier. The patient-level labels were sim-
ply distributed to the corresponding segments. The ob-
tained segment-level predictions were aggregated by soft
voting to obtain a patient-level prediction of recovery out-
come.

Similar to the top-down approach, a temporal classifier
was trained with the collections of segment-level predic-
tions of individual patients as input features. The output is
another patient-level prediction incorporating information
about the temporal evolution of the EEG.
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Models Pgrarpeters Fea- challenge AUROC AUPRC

SVM C: regularlzatloq parameFer tures score
~: kernel parameter in Equation li PS | 060+0.11 | 0.86£0.03 | 0.91+0.03
LGBM . nurr},leaves C 0.62 £0.08 0.85 £ 0.02 0.91 £0.02
min_child_samples PSC | 0.63 +£0.11 | 0.87+£0.02 | 0.92 +0.03
model blending weights of the average PSE | 0.60+0.11 | 0.86+0.02 | 0.91+0.02
Table 1. Hyperparametrs optimized with cross validation. PSEC 0.62 £ 0.10 0.87+0.03 0.92 +0.03

In contrast to the top-down approach, the basic classifi-
cation for the bottom-up approach is at the segment level.

2.4.3. Clinical information approach

Clinical features were classified using a generalized lin-
ear model, Poisson regression. The set of patient clini-
cal information provided was selected via a grid search to
eliminate the less relevant items.

2.4.4. Model ensembling

All patient-level predictions from the above approaches
were combined to produce a final prediction using their
weighted average. For patients with missing data for a par-
ticular approach, the prediction was set to the mean value
of the approach for the train set.

2.4.5. Model training

The hyper-parameters of the SVM and LightGBM clas-
sifiers and the linear meta-model of model blending were
optimized with 3-fold cross validation (CV) using the Hy-
peropt package [[11]. The parameters involved are listed in
Table[1l

3. Results

The official challenge score for characterizing predic-
tion performance is the true positive rate at a false positive
rate of 0.05 for predicting poor outcome. Other metrics
include the area under the receiver operating characteristic
curve (AUROC), and the area under the precision-recall
curve (AUPRC). A 3-fold cross-validation was used to ob-
tain the scores on the public training set.

The performance comparison of different feature com-
binations was presented in Table 2] The best combination
marked in bold was used for the rest of the study.

Continuous longitudinal EEG recordings, and/or full
coverage of the 10-20 system, may not always be avail-
able/feasible. We also tested how the model performed
with a reduced number of samples or channels. The scores
are presented in Table 3]

The ICARE dataset consists of data from seven differ-
ent hospitals in the USA and Europe. To show the inho-

Table 2. Prediction scores on the public training set for
different feature combinations. The best feature combi-
nation used in the rest of the study is marked in bold.
AUROC: area under the receiver operating characteristic
curve. AUPRC: area under the precision-recall curve. For
feature combinations, the letters P, S, E, C stand for the
corresponding feature groups as described in Section[2.3]

Data | challenge scores AUROC AUPRC
F0.1 0.61+0.10 | 0.87£0.02 | 0.92 £ 0.02
C4 0.57£0.09 | 0.86 £0.03 | 0.91 £ 0.03
C2 0.56 £0.08 | 0.84 £0.03 | 0.90 £ 0.03
Cl 0.53£0.09 | 0.83£0.03 | 0.89 £ 0.03

Table 3. Prediction scores on the public training set for re-
duced data amount or fewer electrode contacts. F'0.1: 10%
of randomly selected Sm segments of each patient. C4: us-
ing only 4 channels, 'F7-T3’, ’F8-T4’, "F3-C3’, "F4-C4’.
C2: using 2 channels, ’F3-C3’, *’F4-C4’. Cl1: using one
channel, ’F3-C3’.

mogeneity intrinsic to the data, we presented in Table []
leave-one-out cross-validation scores.

Finally, the results of the official ranking of our team are
summarized in Table ).

4. Discussion and Conclusions

In conclusion, to predict the neurological outcome of co-
matose patients after cardiac arrest, we proposed a model
ensembling method that combines two pipelines with re-
versed direction of information flow between patient-level
and segment-level descriptions. Experiments showed that
our method can achieve state-of-the-art results for this pur-
pose (see Table [5).

The success made possible by the bottom-up approach
confirms that the information indicative of the patient’s re-
covery outcome is distributed across the majority of EEG

Hospital A B D E F
Challenge score | 0.70 | 0.41 | 0.68 | 0.90 | 0.52
AUROC | 092 | 0.70 | 0.86 | 0.92 | 0.80
AUPRC | 094 | 0.86 | 0.93 | 0.98 | 0.88

Table 4. The leave-one-out cross-validation scores show
the imhomogeneity of the data between hospitals.
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Training | Validation | Test | Ranking
0.96 0.69 | 0.72 3/34
Table 5. The official Challenge scores of our team,

TUD_EEG, and the ranking on the hidden test set. The
3-fold cross validation score was 0.63 +=0.11 on the public
training set.

segments. This is in contrast to typical multi-instance
learning, where a bag’s label is often determined by a few
key instances. The weakly labelled problem can there-
fore be transformed into a standard classification where the
patient labels are distributed over the corresponding EEG
segments. This greatly increases the sample size, which
reduces the chance of overfitting and may be responsible
for the increase in performance.

Ablation experiments of different feature combinations
showed that channel-wise (P, S, E) and cross-channel (C)
features contain highly overlapping information for the
prediction task. So far, only hand-crafted features have
been used. The proposed ensembling method can be eas-
ily extended to include other features, e.g. those learned
with a deep neural network, which could lead to further
performance improvements.

Our experiments showed that the prediction perfor-
mance is almost unchanged when the amount of data is re-
duced by 90% (see Table[3). Together with our discussion
above that useful information for predicting patient out-
come is distributed across the majority of EEG segments,
this is a good indication that continuous longitudinal EEG
recording may not be essential, i.e. periodically sampled
short-term recordings may do the job.

Performance becomes worse as the number of channels
used decreases. However, even with a single bipolar chan-
nel, the drop in performance is not severe (see Table [3).
The results call for further studies on the plausibility of us-
ing fewer EEG channels, which could be of great benefit
for ambulatory monitoring or in developing countries.

The large variance of the cross-validation scores in Ta-
bles and especially f] and the result of other studies
[12] show the existence of significant data inhomogeneity
in the ICARE database [3]] considered.
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